SOLUTIONS TO
MATH38181
EXTREME VALUES EXAM



Solutions to Question 1

a) We can write

2 3

F(x,y):exp{—($+y)|:1_3(2y LYy Y }}

r+y) 3z+y)? 3x+y)?

This is in the form of

Flz,y) = exp [—(x+y)A( v )}

Tty

with A(t) =1—2t/3+t*/3+t3/3.
We now check the conditions for A(-). Clearly, A(0) =1 and A(1) = 1.
Also A(t) > 0 since 1 —2t/3 > 0 for all ¢ and ¢?/3 + ¢3/3 > 0 for all .

Also A(t) < 1 since

Alt) <1
1—-2t/3+t2/3+3/3< 1
—2t/3+1*/3+1°/3<0
—2/3+t/3+1*/3<0
—2+t+t*2<0
(t+2)(t—1)<0
t—1<0.

to o0

Note that

A(t) >t
1—2t/3+12/3+13/3 >
1-5t/3+t/3+1°/3>0
3—5t+t2+1° >0,

t ¢

Let g(t) =3 =5t + > +t3. Note g (t) = =5+ 2t + 3t = (3t +5)(t — 1) < 0 for all £. So, g(t)
is a decreasing function with g(0) = 3 and ¢g(1) = 0. Hence g(t) > ¢ for all ¢.

Note that

Aty >1—t

& 1-2/3+2/3+3/3>1—t
& t/3+17/3+13/3>0

s P13 >0,



A(-) is convex since

’

At)=-2/3+2t/3+¢
and
A'(t)=2/3+2t>0
for all ¢.
UNSEEN

b) the joint cdf is

F(x,y) =1 — exp(—x) — exp(—y) + exp {_x - % - 3(xy+ y) B(xy—k )2 } '

UNSEEN

¢) the derivative of joint cdf with respect to x is

M:exp(—x)—(_1+ v )

so the conditional cdf if Y given X = x is

F(y\x):l_(_1+ v oo )

B SR §
3 3x+y) 3(x+y)?

UNSEEN

d) the derivative of joint cdf with respect to y is

OF(x,y) — exp(—y) — (_1 2y 21 293 )

373Gty 3@+9? 3atyP

-exp{—x—g— y2 - y3 }
3 3x+y) 3x+y)?2)’

so the conditional cdf if X given Y =y is

1 2y 29/ 21
Flaly) =1— (= _
(zly) ( 3 3wty 3@+y)?  3@+y?
“exp§ — + 2_y — v - v
3 3x+y) 3x+y)?)
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UNSEEN

e) the derivative of joint cdf with respect to z and y is

_ OF(z,y) _ { y Y Y’ }

f(l’,y)—ax—ay——exp

2 3 2

Yy 2y 1 2y 2y
=1+ + —=+ - +
l( 3(z +y)? 3($+y)3> ( 3 3+y) 3r+y)?

2y 4y? 2y°

T3wry? 3@ty? (@+y)

UNSEEN



Solutions to Question 2

a) Let X denote the actual stock return. The cdf of X is

Cx+0 A A
F = _ -
x () /0 59 g2 &P ( 9> db

A [ 1
2 J, 63

T e.¢]

exp <—g) do + —/ %exp (—%) de
0

1 o0
= — yeXp(—y)dy+—/ exp (—y) dy
0

D)
T+ A
2)\

2

the cdf of the uniform [—A, A] distribution.

UNSEEN

b) The corresponding pdf is 1/(2\) for =\ <z < A.

UNSEEN

¢) The corresponding expected value of X is

E(X)

UNSEEN

A
1
= / r—dx
_y 2

1 [:ﬂr
o232,

- o {A_z _ <—;>2}

2
= 0.



d) The corresponding variance of X is (21)?/12 = \?/3.

UNSEEN

E(X?) -0

A 21
—d

/f "

1 VT

20 3],
1A=
22 | 3 3
12

e) If xy,x9,..., 2, is a random sample on X then the likelihood function is

L)

PLOT THIS AS A FUNCTION OF A

(2A)”ﬁ[{—)\ <z <A}

(2A\) "I {maxx; < A\, minz; > —\}
(2A) "I {\ > maxz;, A > —minx;}
(2\) "I {\ > max (max x;, — minz;)} .

You will see that the mle of X is max (max x;, — min z;).

UNSEEN



Solutions to Question 3

If there are norming constants a,, > 0, b, and a nondegenerate GG such that the cdf of a
normalized version of M,, converges to G, i.e.

H(%ii%gx):FW%x+my»G@) (1)

a

as n — oo then G must be of the same type as (cdfs G and G* are of the same type if
G*(z) = G(ax + b) for some a > 0, b and all =) as one of the following three classes:

I : Alx)=exp{—exp(—2)}, reN;
0 if x <0,
I @a(w) = { exp{—z~%} ifz>0

for some a > 0;

exp{—(—2)*} ifx <0,
HI q’a(‘”):{l I if >0

for some o > 0.

The necessary and sufficient conditions for the three extreme value distributions are:

1— F (t +2y(t))

I Jy(t A0 1 = —
v(t) > 0s i T~ F 1) exp(—x), r e R,
1—F(t
I : w(F)=o00 and g{gl_—]:((;)zx_a, x>0,
1-F(w(F)—-t
III : w(F) < oo and lim G e

to 1—F(w(F)—t)

UP TO THIS BOOK WORK

First, suppose that GG belongs to the max domain of attraction of the Gumbel extreme
value distribution. Then, there must exist a strictly positive function say h(t) such that
1—G(t+zh(t))

li =
tﬁlwn(lG) 1-— G(t) c

—x




for every x € (—o0,00). But

1—41-— 1—G(t+:ch(t))92 ) o
o = Ll b - f-onT]

@—G@+xmmﬂ2

2

= lim
e B eION

2
1— G (t+ zh(t)’
1m ]
tmw(@ 1 —G(t)

[ 1—U—{L—G@+xﬂﬂm72

—w@) 1-[1-[1-G@®)]°
1—u—eu—aa+xmomr

t—w(G) 1-[1-60[1-G(t)]]

N I ﬂl—G@+xMﬂw2

| t—w(G) 01 —G (1)

_ [ Lo G(t+xh(t))r

| t—w(@) 1-G(t)

— 672:13

for every x € (—o0,00). So, it follows that F' also belongs to the max domain of attraction
of the Gumbel extreme value distribution with

Qn

lim P

n—00

< :r:) = exp [~ exp(—2z)]

for some suitable norming constants a,, > 0 and b,.

Second, suppose that G belongs to the max domain of attraction of the Fréchet extreme
value distribution. Then, there must exist a § > 0 such that



for every x > 0. But

1—-F(t
lim =7 ()

e T=F(1) e 1—{1— [1—G<t>9]2}

= lim [1 _ G(tx>9]2
= - aw]

o 1i—ae)

e 1-G )

for every x > 0. So, it follows that F' also belongs to the max domain of attraction of the
Fréchet extreme value distribution with

lim P <M”—_b" < :C) = exp (—:L"w)

n—oo Qa
for some suitable norming constants a,, > 0 and b,.

Third, suppose that G belongs to the max domain of attraction of the Weibull extreme
value distribution. Then, there must exist a § > 0 such that

’ 1 -G w(G) —tx)
01— G (w(G) —1)

::L'ﬁ




for every x > 0. But

1—F(w(F)—tx)

lim = lim

S W) — 1) =0 {1_ [1—G(w(G) _t)er}a

— iim 01 -G (w(G) —tx)

(=0 01 — G (w(G) —1)]
B _1, 1 -G w(G)—tx
T B T-G (@) — 1)

_ 2

~—
[\o}

for every x > 0. So, it follows that F' also belongs to the max domain of attraction of the
Weibull extreme value distribution with

i P (M0 <) < e (o))

n—oo an

for some suitable norming constants a,, > 0 and b,.

UNSEEN



Solutions to Question 4

a) Note that w(F') = co. Then

L - F(tr) _ [1+ (tz)] "

lim ———2 =
ttoo 1 — F(t) ttoo  [1 4 tc]*k
1 17"
= lim Sy (t)
tToo 1 + t¢
= g%,

So, F'(x) belongs to the Fréchet domain of attraction.
UNSEEN

b) Note that w(F') = 1. Then

a

1— F(1—tx) . [1—(1—ta)

Q——

li =
50 1— F(1—1) 50 [1— (1— 1)
L e
— i 1—(1—tx)
t%O_l—(l—t)b
— lim 1—(1-0btx)]”
t—>0_1—(1—bt)
A
B tl—I}(])_bt
= a2

So, F belongs to the Weibull domain of attraction.
UNSEEN
c¢) For the Poisson distribution,

Pr(X =k)  MN/EL 1
L—Fk—1) Y22, N/ 14302 kINVF/

The term in the denominator can be rewritten as

= N TNk
; k+1)(k+2)--(k+j) Z( ) 11—k

=1

(when & > A) and the bound tends to 0 as k — oo and so it follows that p(k)/(1—F(k—1)) —

1. Hence, there can be no non-degenerate limit.

CLASS EXERCISE

10



d) Note that w(F') = co. Then

L= F(t+egt) _
i 1— F(t) B

1—®(t+zg(t))

R P
. ¢ (t+g(t)) /
= (1+29)

tlgélo exp {—% [2txg(t) + 2°g°(t)] } (1 +xg (t))

i ~la-5)
e B A O

exp(—x)

if g(t) = 1/t. So, F belongs to the Gumbel domain of attraction.

UNSEEN

e) Note that w(F') = oco. Then

lim

1— F(t+2g(t))

i L exXp{—exp[~t —2g(t)]}

t—o00

1-F(t)

t—o00

I~ exp {— exp(—1)}
1= {1 — exp [~ —ag(t)]}

T T I - ew(0)
e[t - aglt)]
P ep(—)

= lim exp [—zg(t)]
= exp(—2)

if g(t) = 1. So, F belongs to the Gumbel domain of attraction.

UNSEEN
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Solutions to Question 5
(a) If X is an absolutely continuous random variable with cdf F(-) then
VaR,(X) = F~'(p)

and

ES,(X) = %/Op F~Y(v)dv.

UP TO THIS BOOK WORK
(b) (i) If z > 0 then

If x < 0 then

UNSEEN

(b) (ii) Inverting

F(z) =1—%eXp (—%) =,

we obtain VaR,(X) = Alog [2(1 — p)] for p > 1/2. Inverting

F) = g () =»

12



we obtain VaR,(X) = Alog [2p] for p < 1/2.
UNSEEN
(b) (iii) Since

P p
/ logtdt = [tlogt]h — / 1-dt
0 0

= p(logp—1)

and

p P t
/ log(1 —t)dt = [tlog(l —¢)]f ), + / —dt
1/2 121 =1

1 1 P
= plog(l—p)——log—+/ Ldt
1

1 P
= plog(l—p)—=log=+ = — —dt
plog(l—p) = 5log 5 + 3 p+/1/21 ;
11 )
= plog(l —p) = glog o + 5 —p+[~log(l = )]}
1 1
= plog(l—p)—§log§+§—p—log(1—p)—log2
1 1
= plog(l —p) —log2+ 5 —p—log(l-p),

we obtain
ES(X) = Alog2+ A(logp — 1)
for p < 1/2 and

1
ES,(X) = p [pAlog2 + Aplog(l — p) — Alog2 — Ap — Alog(1 — p)]

for p > 1/2.
UNSEEN

¢) (i) The likelihood and log-likelihood functions of A are

L) = e H )3 mr]

and

n

1
log L (A\) = —nlog(2\) — X || .
i=1

13



UNSEEN
c) (ii)

dlog L no 1
D= a2l
i=1
and
Plogl. n 2 <
v w2l
i=1
1 < ~ ~ ~
The root of dl;’—fL =01is — Z |z;| = A say. The value of % at A = X is negative, so \ is
n
i=1
an mle.
UNSEEN

¢) (iii) The MLE of VaR is VaR,(X) = Alog [2(1 — p)] for p > 1/2 and VaR,(X) = Alog [2p]
for p < 1/2.

UNSEEN

The MLE of ES is
Eg(X) = Aog2+ A(logp — 1)
for p < 1/2 and

_ 17 ~ - . R
ES,(X) :]—j[ Alog2 + Aplog(l —p) — Alog2 — Ap — Alog(1l — p)
for p>1/2.
UNSEEN

¢ (iv) This follows since )\ is unbiased for A, i.e.,

E(%Zw) = 23 B ()

1 > |z |
= %Z/_ |x]exp(—T>dx

i=1 o0

= A/Oooyexp(—y)dy
= A(2)
= A

UNSEEN
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Solutions to Question 6

a) The cdf of Y is

Fy(y) = Pr(Y <y)
= Pr(min(Xi,...,X,) <vy)
= 1—Pr(min(Xy,...,X.) >9)
= 1-Pr(X;>y,..., X0 >y)
= 1-Pr(X;>y)---Pr(X,>y)

()
e

a Pareto cdf with parameters K and a.
UNSEEN

b) The corresponding pdf is
Kaoc

yaa+1

fr(y) = ac

fory > K.
UNSEEN

¢) The nth moment of Y can be calculated as

E (Yn) = aaK% / yn—aa—ldy

K
= agaK*®™ |:y—:|
n—aa]
Kn—aa
= aaK*™ [0 — }
n — ax
K’Vl
= —ax
n — ax
provided that aax > n. So,
K
E(Y) = ac
ac — 1
and
aaK? 202 K?




UNSEEN

d) Setting
(K) ax
I={(—] =v»p
Y
gives
VaR,(Y) = K (1 —p)~ "/t
UNSEEN

e) The expected shortfall is

P( p
ES,(Y) = ?/o (1 —v) 7 gy
K

p
_(1— 141/(aa)]
(1-v) 0

p[l —1/(ac)] [
K

P Gy [~ 02

UNSEEN

f) The likelihood and log likelihood functions are

n n —aa—1
L(a,K) _ an&nKnaaH [y;aaflj{yi > K}] — "o K e (H Zh) [{mln Yi = K}

i=1 i=1
and
log L(a, K) = nloga+ nloga + naalog K — (ac + 1) Zlogyi +log I {miny; > K}.
i=1

Note that L is an increasing function of K over (0, miny;|. So, the mle of K is miny;. The
partial derivative of log L with respect to a is

Olog L(a, K i
%Zg—knalog}(—a;logyi
The solution of 810%5%1() =0 for a is
" —1
a=— |alo K—ngo -
- g ni:1 gyl I

the mle of a.

UNSEEN
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