MATH20802: STATISTICAL METHODS
SEMESTER 2
SOLUTIONS TO PROBLEM SHEET 4

1. If X1, Xs,...,X, be a random sample from a distribution with the pdf f(z) = 627! then
the likelihood function for 8 is:

L) = JJex/
=1

n 01
=1

and so the log—likelihood function is:
1(0) = nlogf+(6—1)) logX;.
i=1

The first derivative of () is

di(6) R
—_— = - log X;
d 7 ; o6
and setting this to zero gives the solution 6 = —n/ Y i1 log X;. This is indeed the mle since
the second derivative
d?1() n
0z - ¢ < 0.

2. If X1, Xs,..., X, be arandom sample from a distribution with the pdf f(z) = 6%z exp(—6z)
then the likelihood function for @ is:

L(@) = HerieXp(_HXi)
i=1

= g <f[1 Xi> exp (—0??&)

and so the log-likelihood function is:

(9 = 2nlog0+log< Xi>—92XZ-.
i=1 i=1

The first derivative of () is

and setting this to zero gives the solution § = 2n/ 3" X; = 2/X. This is indeed the mle
since the second derivative

d21(0) on
g ~ e’




3. We know that the mle of u is i = X. For the given data, X = 0.903. Since Pr(X <
0) = ®(—p) = 1 — ®(u), by the invariance principle, the mle of Pr(X < 0) is 1 — ®(i) =
— ®(0.903) = 0.1833. Note ®(-) denotes the cdf of the standard normal distribution.

4. If X1, X, ..., X, areiid N(u1, 1) then we know that the mle i; = X. Similarly, if Yi,Ys,.... Y,
are iid N (Mg, ) then we know that the mle jiy = Y. So, it follows that & + § = X and
& — 3 =Y. Solving these two equations, we have & = (X +Y)/2 and 3 = (X —Y)/2.

5. If Xy, Xs, ..., Xy, be arandom sample from the Ga(r, A) (where r is known) then the likelihood
function of A is

L\ = H{r*l(r)x’“xg—lexp(—ui)}

n

n r—1
= I (r)\™ (H Xi> exp ()\ZXl)
i=1

i=1
and so the log—likelihood function is:
n n
I(A) = —nlogD(r)+rnlogA+ (r—1) ZlogXi - )\ZXi.
i=1 i=1

The first derivative of I(\) is
o
dA A ; !

and setting this to zero gives the solution A\ = rn/ Y7, X; = r/X. This is indeed the mle
since the second derivative
d’l(\) n

PP Vi

6. If X1,Xs,..., X, are iid Exp(\1) and Y1,Ys,....Y,, are iid Exp(AA2) then the likelihood
function of (A1, A2) is

L(/\l,)\g) = {ﬁ)‘l exp(—/\lXi)} {ﬁ)\l/\g eXp(—)\l)\QY;)}
i=1 =1

= Alexp( AlzX JATAD exp( /\1)\22Y
=1 =1

and so the log-likelihood function is:

l()\l,)\g) = nlog)\l — )\1 ZXZ —i—mlog)\l —i—mlog)\g — )\1)\221/;.

i=1 i=1
The first derivatives of I(A1, A2) are
dl()\l, )\2) n
P de) B X+ 2 Sy
h N Zl T ;



and
dl(M1, A2)
—= = — =) Y;.
g ! Z
Setting these to zero and solving gives the solutions A\, = n/S",X; =1/X and do = X/Y.

. The likelihood function of ¢ is

L(9)

[T exp(d — X;), ifall X; >4,
0, otherwise

exp(nd) exp(— Y ;g X;), if 0 <min(Xy, Xo,...,X,),
0, otherwise.

Note that exp(nd) exp(—Y_i~; X;) in a monotonically increasing function of ¢ over the range
—00 < 0 < min(Xy, Xo,...,X,). So, the maximum possible value for L(§) will be attained
when § = min(Xy, Xo,..., X,). Hence, the mle of § is 6 = min(Xy, Xo,..., X,,).



