SOLUTIONS TO
STATISTICAL METHODS EXAM



Solutions to Question 1

(i) Setting z = exp{—(y — p)/F}, we obtain the cumulative distribution function as

o = [ ol 5ol o5

_ /oo L epi- 2 B

exp{—(z—p)/B} B

= / exp{—=z}dz
exp{—(z—p)/B}

= [— exp(—Z)]zp{—(x—u)/B}

= oo {-ew (-54) ]

(ii) Setting z = exp{—(x — u)/F}, we obtain the moment generating function as

it = [ e (1 25 o [ (252

= /O %exp{t(u—ﬁlogz)}zexp{—z}gdz

= exp(ut) /OOO exp{—tflogz}exp{—z}dz

= exp(ut) /000 2 Plexp {—2} dz
= exp(pt)'(1 - Bt),

where the last step follows by the definition of the gamma function.

(iii) the first derivative of Mx(t) is
M (t) = —Bexp(ut)I' (1 — Bt) + pexp(ut)T (1 — Bt).
So, B(X) = My (0) = ji— 5T (1)
(iv) Let Z = max(X1, Xs,...,X,,). The cdf of Z is
Fz(z) = Prmax(Xy,Xs,...,X,) <]
= PriX; <z Xo<z,...,X, </
Pr(X; <z]Pr[X, <z]---Pr[X, <z
= Fx(2)Fx(z)---Fx(2)
= Fx(2)

)
_ eXp{_eXp (_Z— (u;ﬂlogn))}’

N

so the result follows.



Solutions to Question 2 Suppose f is an estimator of 6.

(i § is an unbiased estimator of 6 if E(@) =0.

(ii 0 is an asymptotically unbiased estimator of 6 if lim,, _,,, F/ (5) =40.

(iv) the mean squared error of fis E (é\— 0)2.

)
)
(iii) the bias of 8 is E(0) — 0.
)
)

(v § is a consistent estimator of 6 if lim, e E(@\— 0)? = 0.

UP TO THIS BOOK WORK.

Suppose Xi, Xo,..., X, is a random sample from the Exp (\) distribution. Consider the
following estimators for = 1/X: 6, = (1/n)> " X; and 0, = (1/(n+ 1)) > | X;.

(i) The bias of 6; is

The bias of 6/\2 is




(ii) The variance of 6; is

Var (6) = Var (%Zx)

The variance of 0y is

Var <é\2> = Var (n—ll— N ile>

(iii) The mean squared error of 0, is

MSE (97) =

The mean squared error of 5 is

~ n> o \> 62
MSE(62)_(n+1)2+<n+1> o+l

(iv) In terms of bias, 6, is unbiased and 65 is biased (however, 0, is asymptotically unbiased).
So, one would prefer ¢, if bias is the important issue.

In terms of mean squared error, 9A2 has better efficiency (however, both estimators are
consistent). So, one would prefer 0 if efficiency is the important issue.



Solutions to Question 3 Consider the two independent random samples: X7, Xo,..., X,
from N(ux,o0?) and Y7,Ys,...,Y,, from N(uy,o?), where o2 is assumed known. The pa-
rameters px and py are assumed not known.

(i) The likelihood function of px and py is

L(px,py) = (ﬁ 5 eXp{_%}) (Zﬁl%e}{p{_%})

1
o

- (277)(m+711)/20'm+" P {_T; [Z(Xz —ux)’+ Y (Vi - MY)2] } .

i=1 =1

(ii) The log likelihood function of px and puy is

m+n 1 - “
Wpx,py) = — 5 log(2m) — (m + n)logo — By [Z(Xz — pix)® + Z(K — py)?

The partial derivatives with respect to pux and py are

3Z(MX7,UY) o 1
T oux | o2 (X — px)

and

Ol(px, pry) 1 ¢
oy o2 § (Y — py).
Setting Ol(px, py)/Oux = 0, one obtains

n

Z(Xi - MX) =0

i=1
= Nix = Zn:Xi
= pux = Xz_l
where X = (1/n)>°7 | X;. Similarly, setting 9l(ux, p1y)/Opy = 0, one obtains

m

Z(Yi—MY) =0

i=1

= mHY:iYi

=1

== ,uy:}_/

where Y = (1/m) .7, Y;. So, the mles are jix = X and iy =Y.
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(iii) Note X — Y ~ N(ux — py,202). So,

Pr(X <Y) = Pr(X—-Y <0)
— PI(X_Y_\/g;X—MY) < 0‘(/5%;#1/))
()

and so the mle of Pr(X < Y) is ®((iy — fix)/(v20)).

(iv) Note X ~ N(ux,0?/n) and so E(ux) = px and Var(ix) = o?/n. So, jux is an
unbiased and consistent estimator for ux.

(v) Note Y ~ N(uy,0?/m) and so E(iiy) = py and Var(uy) = o?/m. So, jiy is an
unbiased and consistent estimator for piy.



Solutions to Question 4 Suppose X, Xs, ..., X,, is a random sample from N (u, 0?), where
both 1 and o? are unknown.

(i) The joint likelihood function of y and o2 is

o - Bl 5]

iy 2ro

The joint log likelihood function of p and o2 is
1 n
log L (p1,0%) = —g log(27) — nlogo — 502 ,Zl (X; — p)*.

The first order partial derivatives of this with respect to p and o are

ologL 1 <& 1 [
D —;;(Xz’—/i)—§(;)ﬁ—nﬂ> (1)

and

dlogL  n 1 - 9
9o __0_+0_3iz:1:(X1_:U’)7 (2)

respectively.

(ii) Using equation (1), one can see that the solution of dlog L/Ou = 0is up = X =

(1/n) 220 X

(iii) Using equation (2), one can see that the solution of dlog L/do = 0iso? = (1/n) >_1" (X;—
X)2

(iv) The mle, f, is an unbiased and consistent estimator for u since



and

Var(up) = Var <%in>

1
== EE VCW’(XJ
i=1
IR
= — o
2
n i=1
0.2
o

E(e) = B

and

Var (@) = Var

Note that we have used the fact (n —1)S%/0® ~ x2_,. Furthermore, S* = (1/(n —
1)) >°"(X; — X)? denotes the sample variance.



Solutions to Question 5 (a) Suppose we wish to test Hy : 0 = 6y versus H; : 0 # 6.

(i) the Type I error occurs if Hy is rejected when in fact 0 = 6,.
(ii) the Type II error occurs if Hy is accepted when in fact 6 # 6.
(iii) the significance level is the probability of type I error.
)

(iv) the power function: II(#) = Pr( Reject Hy | 0).

(b) Suppose X1, Xo, ..., X, is a random sample from a Bernoulli distribution with parameter
p. Assume X = (X7 + Xy +---+ X,,)/n has a normal distribution with mean p and variance

p(1—p)/n.

(i) The rejection region for Hy : p = pg versus Hy : p # py is

n z >
—|T—p Za /2.
z(1—2x) 0 /2

(ii) The rejection region for Hy : p = pg versus Hy : p < py is

m (f —po) < —Zq-

(iii) The rejection region for Hy : p = po versus Hy : p > py is

n

m(j—po) > Za-

UP TO THIS BOOK WORK.

(c) Suppose Xi, Xo, ..., X, is a random sample from a Bernoulli distribution with parameter
p. Assume X = (X; + Xo+- -+ X,,)/n has a normal distribution with mean p and variance

p(1—p)/n.



(i) The power function, II(p), for Hy : p = pg versus Hy : p # pg is

e e L Mﬂ>%pp>

f —
= <|Q§' _p0| > \I Za/2 )

ﬂl z)
= T >po+ Za/2 orr < po— Zaf2

n

_ pefm TP ~ P —P ﬂl—@z
_]P<¢_ p(1—p) oi—p)  \p—p) "
or i TP Po—p fﬂ—@z »
p(l—p) pi—p) \p(t=—p) "
= Pr n Do — P j(1_j)z
p—p _ JEl-2)
or Z < +/n D) p(1=p) /2 p)

where ®(-) denotes the standard normal distribution function.

(ii) The power function, II(p), for Hy : p = po versus Hy : p < py is

')

z(1—1z)

(T —po) < —2a

where ®(-) denotes the standard normal distribution function.
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(iii) The power function, I1(p), for Hy : p = po versus Hy : p > py is

')

I(p) = Pl"( ﬁ(f—po)>za

z —
= Pr T>py+ A\ ——Z2a
n

N . Po—p z(l—1)
- \/_\/p(l—p) SV —p  \p@—p) ap)
_ Py L jE=3)

= F Z>\/_\/ 1— p(1—p) ap)

z(1— 1)
Vin——t —— % |
( NG 1 - p(1 =p)
where ®(-) denotes the standard normal distribution function.

Note that we have used the fact «/n{Z—p}/+/p(1 — p) has the standard normal distribution.
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Solutions to Question 6 The Neyman-Pearson test rejects Hy : 8 = 6; in favor of H; :
0 = 0y if

Hf(Xi§91)

<k

117 (Xi:6)
i=1
for some k. UP TO THIS BOOK WORK.

Let Xi, Xo,..., X, be a random sample from a uniform (0, #) distribution.

(i) The most powerful test is to reject Hy : 6 = 6, if

L) "1 {0< Xy <0} 1{0<Xy<01}---1{0< X, <0}
L)  6;,"T{0< X, <0,}I{0< Xy, <b}---T{0<X, <6}
03 I {max (X, Xo,..., X,,) <61}

07 T {max (X1, Xs, ..., X,) < 0}

< ko,

which is equivalent to
I {max (X1, Xs,..., X,,) < 01} _ koO?
I'{max (X1, Xo,..., X)) < 6o} o
< max (X}, Xo,..., X,) >k

as required. The last step follows because
1 {maX (Xl,XQ, R 7Xn) < 91}
1 {maX (Xl,XQ, c. ,Xn) < 02}

is a decreasing function of max(Xi, Xo, ..., X,).

(ii) The power function is
[1(#) = Pr(Reject Hy | 0)
= Pr(max (X, Xo,...,Xp) >k |0)
= 1—Pr(max (X}, Xs,...,X,) <k|0)
= 1-Pr(X;i<k|0)Pr(Xo<k|0)---Pr(X,<k]|0)

N
-1-(3)-
(iii) Note that
1—(2k)° =0.05
— 2k =(0.95)°
— k=(1/2)(0.95)"°.
So, k = 0.4948969.
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(iv) Note that

B = Pr(Type II error)

. 0.4948969 \ °
0.6

B (0.4948969) °

- 1-

0.6
= 0.3817837.
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