SOLUTIONS TO
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Solutions to Question 1 This question explores the use of moment generating function.

(i) Let X ~ x2. The moment generating function of X is:

My(t) = ——
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where we have made the substitution that y = (1/2 — ¢)z.

(ii) The first four derivatives of Mx(t) are

My(t) = a(l—2t)7%/21
My(t) = a(a+2)(1—2t)"%*2
My (t) = ala+2)(a+4)(1— ) @/2-3,
M) = alat D+ 4)(a+ 01— 20)
So, E(X) =a, E(X?) =a(a+2), E(X?) =a(a+2)(a+4) and E(X*) = a(a+2)(a+
4)(a +6).
(iii) The moment generating function of S = X; + X» is:
Ms(t) = Elexp(tX;+tXs)]
= Elexp(tXy)] E [exp(tXs)]
= (1—2t)"%*(1 —2t)7"?
= (1—2t)"(@tb/2,
(iv) We have E(S) = E(X;+Xs) = E(X1)+E(X,) = a+band Var(S) = Var(X;+X,) =

Var(X;y) + Var(Xsy) = 2a + 2b.
(v) Since

Ms(t)

_ (1 o Qt)_(a+b)/2,

it follows that S has a chi-square distribution with a + b degrees of freedom.



Solutions to Question 2 Suppose 6 is an estimator of 6.

-~

f is an unbiased estimator of 6 if E(f) = 6.

(i

-~

(ii 0 is an asymptotically unbiased estimator of 6 if lim,, E6)=0.

) 0
)

(iii) the bias of g is E(@) 0.

(iv) the mean squared error of 8 is E(6 — )2
)

(v) 0 is a consistent estimator of 0 if lim, o £ (0 — 0)% = 0, where n is the size of the
sample used to calculate 0.

UP TO THIS BOOK WORK.

Let X and Y be uncorrelated random variables. Suppose that X has mean 26 and variance
4. Suppose that Y has mean 6 and variance 2. The parameter 6 is unknown.

(i) The biases and mean squared errors of 0; = (1/4)X + (1/2)Y and 6, = X — Y are:
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and

MSE () = Var(0,)
= Var(X -Y)
= Var(X)+Var(y)
= 442
= 0.

(ii) Both él and 0, are unbiased. The MSE of 6; is smaller than the MSE of 6. So, we
prefer 6.

(iii) The bias of 6, is
E(8) -6 = E(;X+(1—C)Y> 9

- gE(X) +(1-EY)—0

- 529+(1—C)0—0

= 0,

so 6, is unbiased.

The variance of 0, is

Var (§c> = Var (;X + (1 - c)Y)

62

= ZV(L’F(X) + (1= ¢)*Var(Y)

C2

= Z4+2(1 —¢)?

= A +2(1-0¢)>

Let g(c) = ¢ +2(1 —¢)%. Them g'(c) = 6c —4 =0if ¢ =2/3. Also g"(c) =6 > 0. So,
¢ = 2/3 minimizes the variance of 6.,.



Solutions to Question 3 An electrical circuit consists of three batteries connected in series
to a lightbulb. We model the battery lifetimes X7, X5, X3 as independent and identically
distributed Fxp(\) random variables. Our experiment to measure the lifetime of the light-
bulb Y is stopped when any one of the batteries fails. Hence, the only random variable we
observe is Y = min(X7, Xs, X3).

(i) The cdf of YV is

Pr(Y <y) = 1-Pr(Y >vy)
= 1 — Pr[min (X1, X5, X3) > 9]
= 1—-Pr(X; >y Pr(Xe>y)Pr(X;>y)
= 1-Pr* (X >y)
= 1—exp(—3\y).

So, Y ~ Exp(3\).
(ii) The likelihood function of A is
L(X\) = 3Xexp(—3\y)
for A > 0.
(iii) The log likelihood function of A is
log L(A) = log(3X\) — 3\y.
The first derivative of log L with respect to A is

dlog L(A) 1
o a

Setting this to zero and solving, we obtain A = 1 /(3y). The second derivative of log L
with respect to A

d*log L(\) 1
IS VA

so A = 1/(3y) is indeed a maximum likelihood estimator of A.
(iv) The bias of X is
Bias (X) = F (5\) - A
oo 1
= )\/ —exp(—3Ay)dy — A
0y
= OO,
so the estimator is biased.
(v) The mean squared error of \ is

MSE (3\) =Var (X) + Bias® (5\) =Var (X) 4+ 00 = 0.



Solutions to Question 4 Suppose Xi, Xs,..., X, are independent and identically dis-
tributed random variables with the common probability density function (pdf):

1 (logx — p)?
fz) = args P {_202}

for x > 0, —0o < < 0o and o > 0. Both p and o2 are unknown.

(i) The joint likelihood function of y and o2 is

1) = {7

= 7(2@”/20” (Zl_[l XZ-_1> exp l 212 (log X; — 2] .

The joint log likelihood function of y and o? is

(log X - M)ZH

exp [— 2%

2mo

n

log L (,u, 02) =3 log(27r) —nlogo — ZlogX 2; S (log X; — ).

i=1 i=1

The first order partial derivatives of this with respect to p and o are

dlog L 1 & 1 (&
o == ; log X; — == (; log X; — nu) (1)
and
dlog L n 1
A DL SRl )
respectively.

(i) Using equation (1), one can see that the solution of dlog L/Ou = 0 is u = log X =
(1/n) X0 log X;.

(iii) Using equation (2), one can see that the solution of dlog L/0c = 0is 0% = (1/n) X1, (log X;—
)2

(iv) The mle, fi, is an unbiased and consistent estimator for u since

E() = E (1 znjlog)Q-)

Z E (log X;)
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and

1 n
Var (p) = Var < Zlog XZ->
1 n
2 Z r (log X3)
: i
n? -
)
n
(v) The mle, 8\2, is a biased and consistent estimator for o2 since

E(0?) = Elii(logxi—,j)?}

i=1
_ [n— 152]
n
B[
o
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o
n
2
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n

and

Var (55) = Var [711 > (log X; — /7)2]
i=1

n—1

n

= Var [ 52]

Note that we have used the fact (n — 1)S?/0? ~ x2_,. Furthermore, S? = (1/(n —

1)) X%, (X; — X)? denotes the sample variance.



Solutions to Question 5 Suppose we wish to test Hy : 6 = 6y versus Hy : 6 # 6.

(i) the Type I error occurs if Hy is rejected when in fact 6§ = 6.

)
(ii) the Type II error occurs if Hy is accepted when in fact 6 # 6.
(iii) the significance level is the probability of type I error.

(iv) the power function: II(#) = Pr( Reject Hy | 0).

UP TO THIS BOOK WORK.

Suppose X1, Xy, ..., X, is a random sample from N (6, 0?), where o2 is assumed known.
(i) The power function, I1(0), for Hy : 0 = 0y versus Hy : 0 # 0y is

I1(#) = Pr <|$—90 > 2a/2

g
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(ii) The power function, I1(6), for Hy : 8 = 6, versus Hy : 0 < 6 is
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I1(#) = Pr <ﬁ (T —6p) > 24

Note that we have used the fact (y/n/o)(Z —6) = Z ~ N(0,1). Furthermore, ®(-) denotes
the cumulative distribution function of N(0,1).



Solutions to Question 6 The Neyman-Pearson test rejects Hy : 8 = 6; in favor of H; :
0 =0, if

L 9 H XZ701
LE@% = <k
? H (Xi;02)
for some k. UP TO THIS BOOK WORK.
Let X1, X5, ..., X, be a random sample from a uniform (0, ) distribution.

(i) The most powerful test is to reject Hy : 6 = 6, if

L) "1 {0<Xi <0} I{0<Xy<b}---1{0<X, <0}
L(0)  0;,"T{0< X, <0} 1{0< Xy <by}---1{0< X, <6y}
05 I {max (X1, Xo,...,X,) <01}

07 T {max (X1, Xs, ..., X,) < 03}

< ko,

which is equivalent to

I'{max (X1, Xs,..., X,) < 61} _ ko07
I'{max (X1, Xs,..., X,) < 6} 5
— max (X, Xy,..., X,) >k
as required. The last step follows because
I'{max (X1, Xs,..., X,) < 01}
I'{max (X1, Xs,..., X,,) < 0}

is a decreasing function of max(Xi, Xo, ..., X,).

(ii) The power function is
I1(#) = Pr(Reject Hy | 0)
= Pr(max (X1, Xa,...,Xp) >k |0)
1 — Pr(max (X1, Xo,..., X,) <k |0)
1-Pr(X; <k|O)Pr(Xo<Ek|6)- ---Pr(X,<k]|0)

k n
= 1-(=] .
9
(iii) Note that
— (2k)> = 0.05

— 2k =(0.95)'/°
— k=(1/2)(0.95)5.

So, k = 0.4948969.



(iv) Note that
B = Pr(Type II error)

5
N P (0.4948969)
0.6

B <0.4948969>5

0.6
= 0.3817837.
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