MATH20802: STATISTICAL METHODS
SECOND SEMESTER
ANSWERS TO THE IN CLASS TEST

ANSWERS TO QUESTION 1

Solutions to Question 1

(i) Setting z = exp{—y/B}, we obtain the cumulative distribution function as

) = [ e (-2)en{om )}

oo 1 6
= —zexp{—=z}—dz
/exp{x/ﬁ} s =

= exp{—z}dz
/eXp{—x/ﬂ}

= [—exp(—2)lop(—z/8}

= e {-exn(-5)}-

(4 marks)
(ii) Setting z = exp{—=z/fB}, we obtain the moment generating function as
>~ 1 T T
Mx(t) = / exp(tm—)exp{—exp(—)}dx
W= ) 3 g
= / —exp{—tfBlogz}zexp{—z}—dz
o B z
= / exp{—tflogz}exp{—=z}dz
0
= / 2 Plexp {—z} dz
0
= F(l - Bt)7
where the last step follows by the definition of the gamma function. (4 marks)
(iii) the first derivative of Mx(t) is
M (t) = =BT (1 - ft).
So, BE(X) = My (0) = =BT (1). (2 marks)



ANSWERS TO QUESTION 2

Suppose X1, Xo,..., X, are independent and identically distributed random variables with the
common probability mass function (pmf):

pl) = 6(1 - 6)""

forz =1,2,...and 0 < 6 < 1. This pmf corresponds to the geometric distribution, so E (X;) =1/0
and Var (X;) = (1 —6)/62.

(i) The likelihood function of 6 is

L) = I {oa -0} =01 - §) i Xin,

=1

(2 marks)

(ii) The log likelihood function of 6 is

log L(0) = nlog 6 + (i X; — n) log(1 — 0).

i=1
The first and second derivatives of this with respect to 6 are

dlogL(f) n T Xi—n

df 6 1-6
and

d?log L(6) n >, Xi—n

de? e (1-6)2 ~
respectively. Note that dlog L(0)/df = 0 if 6 =n/}"i"; X; and that d?log L(0)/d6* < 0 for
all 0 < 0 < 1. So, it follows that § =n/ > ; X; is the mle of 6. (2 marks)
(iii) By the invariance principle, the mle of 1 = 1/6 is ¢ = (1/n) 27, X;. (2 marks)

(iv) The bias of ¢ is
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The variance of v is

Var (zﬁ)

The mean squared error of 1 is

MSE (12) =

(v) The mle of ¢ is unbiased and consistent.

v =
—

(2 marks)

(2 marks)



